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SUMMARY
Highly synchronous neuronal assembly activity is deemed essential for cognitive brain function. In theory,
such synchrony could coordinate multiple brain areas performing complementary processes. However,
cell assemblies have been observed only in single structures, typically cortical areas, and little is known about
their synchrony with downstream subcortical structures, such as the striatum. Here, we demonstrate distrib-
uted cell assemblies activated at high synchrony (�10 ms) spanning prefrontal cortex and striatum. In addi-
tion to including neurons at different brain hierarchical levels, surprisingly, they synchronized functionally
distinct limbic and associative sub-regions. These assembly activations occurred when members shifted
their firing phase relative to ongoing 4 Hz and theta rhythms, in association with high gamma oscillations.
This suggests that these rhythms could mediate the emergence of cross-structural assemblies. To test for
the role of assemblies in behavior, we trained the rats to perform a task requiring cognitive flexibility, alter-
nating between two different rules in a T-maze. Overall, assembly activations were correlated with task-rele-
vant parameters, including impending choice, reward, rule, or rule order. Moreover, these behavioral corre-
lates were more robustly expressed by assemblies than by their individual member neurons. Finally, to verify
whether assemblies can be endogenously generated, we found that they were indeed spontaneously reac-
tivated during sleep and quiet immobility. Thus, cell assemblies are a more general coding mechanism than
previously envisioned, linking distributed neocortical and subcortical areas at high synchrony.
INTRODUCTION

Complex brain functions have long been proposed to be medi-

ated by the concerted action of groups of neurons (‘‘cell assem-

blies’’).1,2 Yet experimental evidence for this remains scarce.

While coordinated neuronal firing has been reported in some

cortical areas (see, e.g., Harris et al.,3 Uhlhaas et al.,4 and Peyr-

ache et al.5), this has more rarely been observed in subcortical

areas.6–8 Further, the reported timescales of coordination have

generally been one or two orders of magnitude above those

required for neuronal communication or plasticity mechanisms

(e.g., post-synaptic membrane time constants9 or spike-

timing-dependent plasticity rules),10,11 limiting their functional

relevance. Conversely, there is little evidence for co-activation

at such a fast (�10 ms) timescale or for distributed synchrony,

i.e., multi-neuronal assemblies spanning multiple cortical areas

(e.g., for sensorimotor processing).12,13

One system to study distributed synchrony in cortical-subcor-

tical areas is the cortico-striatal pathway, which is composed of

multiple parallel loops for sensorimotor, associative, and limbic

processing. The latter includes monosynaptic projections from

rat medial prefrontal cortex (PFC) to ventral and medial striatum

(STR), which projects polysynaptically back to PFC. This is of

particular interest because of this pathway’s role in executive
Current Biology 32, 1–13,
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processes, such as adapting behavioral response policies in

goal-directed behavior, and as an interface between limbic and

motor systems.14

The convergence and overlap of striatal inputs from multiple

cortical areas15 raises the question of whether and how

precisely cortical and striatal neurons can be synchronized

while integrating information across hierarchical and functional

territories.16 While cortical-subcortical pairs of neurons fire

synchronously (archicortex: hippocampus-ventral striatum;17

hippocampus-lateral septum;18 periallocortex: retrosplenial cor-

tex-anterodorsal thalamic nucleus)19 and hippocampal and

striatal assemblies are sequentially activated,7 precise syn-

chrony has not been observed in large distributed assemblies

spanning neocortex and striatum.

One potential mechanism for achieving precise temporal co-

ordination in distributed cell assemblies is phase-locking to os-

cillations of brain activity.20 Indeed, previous studies have

shown that neurons are synchronized to regular rhythms within

PFC or STR (reviews: Pennartz et al.,21 Benchenane et al.,22

and van der Meer et al.23). Synchrony at low frequencies like

4 Hz and theta has been found among hippocampus, prefrontal

cortex, amygdala, and striatum pathways.24–30 But such

studies in the cortico-striatal pathway have largely focused

on the sensorimotor loop encompassing dorsolateral striatum
January 10, 2022 ª 2021 The Authors. Published by Elsevier Inc. 1
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(e.g., Weineck et al.,31 Antzoulatos and Miller,32 Koralek et al.,33

and Donnelly et al.34) and have never been shown to be asso-

ciated with synchronizing cross-structural assembly activity.

Thus, it is of interest to characterize synchrony in the associa-

tive and limbic prefrontal pathways in the context of their

respective roles for cognitive flexibility in goal-directed decision

making.

Here, we demonstrate that groups of PFC and STR neurons

fire synchronously at high precision. Surprisingly, these cell as-

semblies integrate neuronal activity from dorsal and ventral

sub-regions of both PFC and STR, which have generally been

considered functionally distinct. Assemblies emerged as individ-

ual neurons shifted their preferred phase relative to ongoing

rhythms. They had robust behavioral correlates that appeared

only to some extent in their members. Finally, assemblies reac-

tivated during sleep and quiet immobility, indicating that they

were endogenously generated and not simply driven by behav-

ioral events.

RESULTS

Neocortical and subcortical neurons form cross-
structural assemblies
We performed large-scale simultaneous recordings in medial

PFC and downstream dorsomedial and ventral STR neurons

(Figure S1A; Table S1) of rats performing a task designed to

engage these structures.35–39 To test for coordinated activity

between PFC and STR, we first performed a combined prin-

cipal- and independent-component analysis (PCA-ICA) from

data recorded during awake behavior. This identified numerous

stereotyped spiking patterns spanning both structures at a

timescale consistent with cross-structural communication (Fig-

ures 1A and 1B; Table S2). To quantify this timescale, we sys-

tematically varied the time windows analyzed. Unexpectedly,

most (70%) of these motifs persisted for time windows as brief

as 10 ms (Figures S1B–S1F), indicating that they formed cell

assemblies.3

Of the 74 detected assemblies (containing 2–16 members;

mean = 6.8 ± 3.1 cells; Table S2), almost half were neocortical-

subcortical, spanning both STR and PFC (‘‘STR+PFC’’; n = 32;

e.g., Figure 1A, assemblies 1 and 3). While the remaining half

were detected in only a single structure (‘‘STR only,’’ n = 33; Fig-

ure 1A, assembly 4; ‘‘PFC only,’’ n = 9; Figure 1A, assembly 2),

this generally occurred when only one or two neurons were

recorded in the other structure (Table S2), suggesting that

most assemblies might actually span both structures.

Another unforeseen result was that, in almost all sessions, as-

semblies included neurons of functionally distinct sub-regions of

both PFC and STR (83% of sessions for dorsomedial and ventral

STR, Figure 1A, assembly 4; 85% of sessions for dPFC and

vPFC, Figure 1A, assembly 2; tallied for sessions with three or

more neurons in each structure).

To more precisely characterize the timescale of the syn-

chrony, we cross-correlated spikes of PFC-STR neuron pairs.

STR spiking was significantly elevated in a [�15, 30] ms win-

dow around PFC spikes (shaded gray area in Figure 1C, left).

The cross-correlograms were significantly asymmetric (median

asymmetry index = 0.1; Wilcoxon sign rank test p = 6.9e�27),

consistent with PFC neurons driving STR neurons during
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assembly activations. This is not a general property of all

PFC-STR pairs because we did not detect any significant

peak in cross-correlations between pairs of PFC and STR neu-

rons that were not members of the same assemblies (Figure 1C,

right; the non-significant bump at zero could be due to

pairs belonging to under-sampled and hence undetected

assemblies).

Assemblies emerge as member neurons shift phase to
align with brain rhythms
Prefrontal assemblies form during bouts of synchronous theta

oscillations in hippocampus and PFC,27 suggesting that distrib-

uted PFC-STR assemblies could also emerge from phase

realignment with ongoing rhythms.20 In a T-maze task, as shown

previously, two principal bands dominated the LFPs: 4 Hz and

theta (8 Hz; Figures 2A and 2B, right columns). Consistent with

synchronization of cells by oscillatory rhythms (Figure S2C),

nearly half of the assemblies were phase-locked to 4 Hz

(�40%) or theta (�50%; Figures 2D and 2E; assembly activation

time was taken as the peak in activation strength; cf. Figure 1B).

Modulation by at least one of these rhythms occurred inmost as-

semblies with members in different sub-regions (dPFC+vPFC,

67%; dmSTR+vSTR, 59%) or STR+PFC (64%). Notably, oscilla-

tory power and coherence were significantly elevated on de-

limited segments of the maze that elicited distinct behaviors

and cognitive processes (on the central arm for 4Hz but on return

arms for theta; Figures 2A, 2B, and S2B). A Granger analysis re-

vealed that PFC oscillations led STR at both 4 Hz and theta (Fig-

ure 2C), again consistent with the uni-directionality of monosyn-

aptic PFC-STR projections (although, alternatively, PFC and STR

could receive common but delayed driving inputs). All analyses

below refer to PFC oscillations.

To investigate whether assembly activations were dynami-

cally associated with phase-locking of individual members,

oscillatory cycles containing assembly activations (‘‘IN’’) were

compared to all other cycles (‘‘OUT’’) for both 4 Hz and theta.

As predicted, substantially more assembly members were

phase- locked to 4 Hz and theta during IN cycles (Figure 2F;

except for interneurons at 4 Hz). An independent analysis

based on pairwise phase consistency replicated this (Fig-

ure S2D). As expected, during IN cycles, both STR and PFC

principal neuron members were phase locked to the average

preferred phase of the assemblies (compare Figures 2E and

2G), but this was not the case for OUT cycles (Figure 2G;

downsampling the number of data points to balance them

across conditions yielded the same results; Figure S2F).

Thus, on average, principal neurons shifted their preferred

phase to the overall mean phase of assembly activation. We

further tested whether members shifted to the phase of their

respective assemblies, even when taking into account varia-

tions in the latter’s preferred phases. While this did occur for

principal neurons of both STR and PFC, for both 4 Hz and theta

(Figure 2H), interneurons, on the other hand, remained at the

assemblies’ preferred phases during both IN and OUT cycles

(Figure 2H). This was not due to restricting analyses only to

phase-locked members: the same result was obtained using

all assembly members (Figure S2E). Overall, this suggests

that entrainment of principal neurons to a common preferred

phase is crucial for assembly formation.
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Figure 1. Assemblies of STR and PFC neu-

rons

(A) Four assemblies exceeding the Mar�cenko-

Pastur threshold (cf. Figure S1B) in a representative

session (corresponding to session 10, assemblies

42, 43, 44, and 46 in Table S2). Assembly ‘‘mem-

bers’’ (red "lollipops") exceeded the ICA weight

threshold (abs(1/ON): lateral edges of colored bars.

Infralimbic and prelimbic cortex (IL and PL) are

grouped together as ‘‘vPFC’’ while cingulate cortex

(Cg1) is labeled ‘‘dPFC.’’ Core and shell zones of the

nucleus accumbens are grouped together as

‘‘vSTR.’’ dmSTR is dorsomedial striatum.

(B) Examples of assembly activations. Cells are

identified by letters (re-ordered from A to highlight

the respective assemblies). Note that multiple neu-

rons fire during assembly activations—in the data-

set, approximately half of all assembly activations

involved three or more neurons. The dashed hori-

zontal lines indicate the activation strength

threshold. Color code and identifying letters are the

same as in (A).

(C) Cross-correlations of STR-PFC cell pairs from all

cross-structural assemblies. Top: color plots ordered

by the onset of the peak Z score value (3 ms bins) are

shown. Bottom: averages of the above data are

shown (mean ± SEM; shaded bar: p < 0.05, Monte-

Carlo bootstrap). Thebinwidth selected for assembly

detection here was 30 ms (cf. Figure S1F). Left: all

neuron pairs that were both members of the same

assembly are shown. Right: cross-correlograms of

randomly selected pairs of neurons that were not

members of the same assemblies are shown.

See Figure S1 and Tables S1 and S2.
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Both 4 Hz and theta rhythmsmodulated gamma oscillations in

STR (Figure 3A),26,34 which in turn could help govern precise syn-

chrony among PFC and STR neurons. Several frequency bands

were modulated by 4 Hz and theta oscillations, but only

‘‘gamma-80’’ (70–100 Hz) was modulated at a phase near that

of the assemblies (near 2p; cf. Figures 2E and 3A). In order to

test for possible association with assembly member synchroni-

zation, this band was selected for further analysis. Assembly

activations were more frequent during gamma-80 bursts (Fig-

ure 3C), and reciprocally, in cycles containing assembly activa-

tions, thereweremore gamma-80 bursts (Figure S2G; and higher

gamma-80 power; Friedman tests; p < 0.05). More precisely,

4 Hz and theta phase-locked assembly activations tightly syn-

chronized with the onsets of gamma burst (Figures 3B and

S2A), but this was not the case for assemblies with no phase-

locking. This is consistent with the hypothesis that gamma-80

onset facilitates assembly member synchrony.
C

Gamma-80 phase locking of PFC prin-

cipal neuron members differed from that

of STR principal neuron members by a

quarter of a cycle (corresponding to

�3 ms; Figure 3D), consistent with tight

coupling, and on the order of the timescale

of the PFC to STR conduction time.40,41

Figure 3E summarizes the timing of assem-

bly activation relative to 4 Hz, theta, and
gamma-80. This illustrates the realignment of principal neurons

(but not interneurons) to the assembly activations at the begin-

ning of gamma bursts and at specific phases of 4 Hz and theta

cycles.

Functional correlates in neocortico-striatal assemblies
Cell assemblies are hypothesized to underlie brain computations

and even cognitive functions, possibly extending beyond such

processing by their individual members. We thus investigated

the functional correlates of the cross-structural assemblies. In

a flexible decision-making T-maze task (Figure 4A), 31% of the

74 assemblies were preferentially activated on limited segments

of the maze, respectively corresponding to different behavioral

and cognitive aspects of the task (Figures 4D–4F, top row, 4G,

and 4J; referred to as ‘‘spatial’’ selectivity), such as decision-

making and reward approach. These spatial correlates were

often modulated by other task-relevant behavioral factors,
urrent Biology 32, 1–13, January 10, 2022 3
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Figure 2. Assemblies and their members

phase lock to 4 Hz and theta oscillations

(A and B) Mean spectrogram (top) and 4 Hz and

theta power distributions (below) on a linearized

projection of the maze (S, start point; C, cue onset;

T, turn; W, reward photodetector; R, reward site; P,

cue off; E, trial end; cf. Figure 4A). Horizontal color-

coded bars indicate maze segments with signifi-

cantly higher Z scores (p < 0.05; Monte Carlo

bootstrap). Both the color and the Z score scales are

linear. Right: average power of the spectrograms for

each rat (gray traces) and overall average (black

trace) from data recorded in the central arm are

shown. Hashmarks show modes for the respective

rats. a.u., arbitrary units.

(C) Average spectral Granger causality between

PFC and STR LFPs (mean ± SEM). Inset compares

the two directional values for 4 Hz (Wilcoxon sign-

rank test: p = 1.9e�79) and 8 Hz (p = 9.8e�77; n = 20

sessions for each). Horizontal bars represent the

median, boxes indicate the 25th and 75th percentiles,

and whiskers are minimum and maximum values.

(D) Proportions of assemblies phase-locked to 4 Hz

and theta bands (n = 74 assemblies).

(E) Distribution of themean phases for all assemblies

significantly phase-locked to PFC 4 Hz or theta os-

cillations. Arrowheads indicate the distribution

means. For assemblies phase-locked to 4 Hz, Ray-

leigh test: mean angle m = 0 rad, p = 7.2e�06; for

theta, Rayleigh test: m = �1.3, p = 1.3e�06.

(F) Proportions of principal and interneuron mem-

bers phase-locked during oscillation cycles with

assembly activations (IN) and those without

(OUT; binomial tests: 4 Hz p = 1.0e�04 and 0.17;

theta p = 9.7e�08 and 3.8e�03, respectively).

(G) Distributions of the mean phases of phase-locked members IN (color) and OUT (gray). Arrowheads mark significant distribution means (Rayleigh test:

p < 0.05).

(H) Distribution of the differences between mean phase angle of each assembly (at zero) and the mean for each individual phase-locked member IN (color coded)

and OUT (gray). Kuiper test (comparison of two circular distributions): 4 Hz p = 0.001 and 1; theta p = 0.002 and 1, respectively, for principal neurons and

interneurons.

See Figure S2 and Table S3.
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such as left versus right choices (‘‘side’’ selectivity) or rewarded

versus non-rewarded choices (‘‘rewarded’’; Figures 4J and S3).

The rats alternated between two goal-directed tasks in the

T-maze (Figure 4A). The animals first performed a visual discrim-

ination task (VD1), then a spatial discrimination (SD), and finally

the same visual task again with the same cue contingency

(VD2; Figures 4B and 4C). Assemblies were selective for ‘‘task

conditions’’ (VD1, SD, and VD2; Figures 4E and 4F). Interestingly,

more assemblies discriminated between repetitions of the same

task (VD1 versus VD2) than between different tasks (SD versus

VD1 or SD versus VD2; Figures 4E, 4F, and 4I), and these were

distinctly distributed on the maze (Figure 4H). This is consistent

with population analyses of PFC neurons42 and is extended here

to PFC-STR assemblies. This persisted after correction for linear

drift in firing rates (which could accompany decreased motiva-

tion along the course of the session) or behavioral parameters,

such as reward arm choice, speed, or vicarious trial and error

behavior (STAR Methods; Figure S4).

To assess whether behavioral correlates of assemblies merely

derived from those of their members or whether more complex

integration took place, we first characterized the selectivity of in-

dividual members. Substantial proportions of individual STR and
4 Current Biology 32, 1–13, January 10, 2022
PFC neurons fired selectively for several trial characteristics,

including reward arm choice (left or right), reward outcome (Fig-

ures 5C and S3), and between-task conditions (Figures 5A–5C

and S5). Among the three task condition comparisons, VD1

versus VD2 firing rate differences were predominant but only in

STR neurons (Figure 5B). Firing rate differences between task

conditions were differentially distributed on the maze (Figures

S5 and 5A; corrected for linear drift, Figures S4B–S4D), and a

support vector machine model (SVM) trained on STR population

activity reliably classified the ongoing task conditions, including

VD1 versus VD2 (Figure 5D; also for PFC, Wilcoxon signed-rank

tests; p = 0.039, 0.043, and 0.034, respectively).

Emergence or overlap of member behavioral correlates
in their assemblies
In many cases, the behavioral correlates of assemblies resem-

bled those of their members in the same part of the maze (e.g.,

Figure 6A; black bars in Figure 6C), and this was more prevalent

than found after random reassignment of members’ significant

correlates (Figure S6C). However, on the other hand, we often

observed differences between significant behavioral correlates

of assemblies and members, consistent with our hypothesis
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Figure 3. Gamma-80 oscillations and synchrony

(A) Average PFC 4-Hz and theta LFP modulation of higher frequency bands of PFC LFPs (n = 20 sessions).

(B) Mean (traces) and SEM (shading) of Z scored PETHs of assembly activations triggered at the onset of gamma-80 bursts for assemblies phase-locked to 4 Hz

and/or theta (left; n = 52) and others with no 4 Hz or theta phase-locking (right; n = 22; red: centered on gamma bursts; black: centered on randomly jittered

gamma bursts onset times; mean ± SEM; shaded vertical bar: p < 0.05, Monte-Carlo bootstrap). Also see Figure S2G.

(C) Activation of assemblies is greater within than outside of gamma-80 bursts (mean ± SEM; Wilcoxon signed-rank test; p = 0.043; n = 74 assemblies).

(D) Distributions and preferred angles of phase-locking to PFC gamma-80 in all STR and PFC principal neuron and interneuron members. Arrowheads indicate

significant mean angles (n.s., not significant).

(E) Summary of alignments of the respective phase relations OUT versus IN for 4 Hz and theta. Int, interneurons; Princ, principal neurons.

See Figure S2 and Table S3.
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that the former are not simply a reflection of the latter. Indeed,

members could be selective where assemblies were not

(‘‘filtering,’’ e.g., Figure 6B, assemblies 29, 35, and 45). More-

over, we observed evidence of emergent properties, where the

assemblies were significantly selective for behavioral correlates

even though the members were not (e.g., Figure 6B). This

occurred in 29%of assemblies with left versus right (side) choice

correlates, 75%with reward correlates, and 41%with task order

correlates (white bars in Figure 6C). Behavioral correlates were

more strongly expressed in assemblies than their members (Fig-

ure 6D), providing further evidence for emergent properties.

Interestingly, within the same assembly, members could have

overlap for some behavioral correlates, but there could be

filtering and/or emergence for others (Figure S6A).

One possible explanation for the emergent properties is that

non-significant (according to the Monte Carlo analysis) trends in

members could be expressed significantly in their assembly’s

behavioral correlate (e.g., in Figure 6B, note black curves in lower

plots for assemblies 14 and 45). To test this, we searched for non-

significant trends in members corresponding to their assembly’s

behavioral correlates. For this, we measured their respective dif-

ferences in firing rates for trial characteristics (e.g., in trials with

left versus right side choices) at the maze positions of their
assembly’s behaviorally correlated activity. As a control, we

measured differences in these neurons’ firing rates for trial char-

acteristics at randomly selected locations on the maze. The

pooled distributions of these differences are plotted for all behav-

ioral correlates in Figure 6E, and they are significantly different

(see Figure S6B for the respective behavioral correlates). Next,

we tested whether assembly emergent properties could arise

when non-significant trends in members were weak or stronger

trends. Indeed, in numerous cases, assembly correlates emerged

even when the peak firing (at the same location as the assembly)

of non-significant members was inferior to the (arbitrary) criterion

of 1.5 z (white bars in Figure S6D). Altogether, this supports the

hypothesis that cell assemblies have emergent properties,

bringing forth behavioral correlates reflecting non-significant ten-

dencies in their individual members.

Prefrontal-striatal assemblies can be internally
generated
These analyses indicate that synchronous activity among neurons

did not simply result from common inputs triggered by behavioral

events (because, for instance, the same sensory and motor pro-

cesses triggered different assembly activation rates in VD1 versus

VD2). Yet a more direct proof would be to show that distributed
Current Biology 32, 1–13, January 10, 2022 5
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Figure 4. STR-PFC assembly activations are behaviorally selective

(A) In this completely automated T-maze, rats self-initiated trials by crossing a photo-detector C near the beginning of the central arm to trigger visual cues (in

pseudo-random sequence) on two TV screens behind the reward arms. Following correct choices, a photo-detector, W, on the reward arm triggered release of a

sweetened liquid reward at a reward site R. S, trial start point; P, photo-detectors triggering cues off; E, trial end point.

(B) In the VD task, the screens indicated the rewarded arm, while in SD, the rat’s non-preferred arm (right or left) was rewarded, irrespective of the cue screens.

(C) Behavioral responses during a representative session. Dots above indicate rewarded trials. The upper and lower traces track performance for the SD or VD

contingencies. Color-shaded zones indicate criterion performance trials. The rule was changed after criterion performance was reached.

(D–F) Example assembly activations on a linearized projection of the maze. Top row: mean (traces) and SEM (shading) of activation strengths over the entire

session are shown. Significant deviations from baseline are marked by light-gray-shaded rectangles (p < 0.05; Monte-Carlo bootstrap). Middle row: Z scored

assembly activation strengths for each trial during the three task conditions are shown. Bottom row: mean (±SEM) assembly activation strengths in the respective

task conditions are shown (Monte Carlo bootstrap; p < 0.0166; D–F correspond, respectively, to sessions 5, 4, and 4, assemblies 14, 16, and 19; cf., Table S2).

(D) An assembly active during reward arm selection but with no significant differences between task conditions.

(E) A task-order selective assembly (shaded region indicates where activity was higher during VD1 than VD2).

(F) An assembly selective for the SD rule (versus VD1 and VD2).

(G) Distribution of assembly selectivity for maze segments (horizontal bars; Monte Carlo bootstrap p < 0.05). Bottom: summary histogram is shown. Incidence is

the proportion of assemblies selective for each spatial bin relative to all assemblies (n = 74).

(H) Same as (G) for maze distribution of task condition selectivity of assemblies.

(legend continued on next page)
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Figure 5. Behavioral correlates of STR and PFC neurons

(A) Distributions of significant task condition differences of single neurons along the linearized maze (cf. Figure S5 for details). Incidence is the fraction of cells

selective for each spatial bin relative to all recorded cells (n = 295 for STR and n = 185 for PFC).

(B) Proportions of cells selective for each task condition comparison (binomial tests: p = 0.02, 0.13, and 2.1e�4 and p = 0.31, 0.79, and 0.20, respectively, for STR

[n = 295] and PFC [n = 185]). Upper right: proportions of cells (areas of circles) selective for single and multiple task condition comparisons are shown.

(C) Behavioral correlates (same abbreviations as Figure 4J).

(D) Support vector machine models trained on STR population activity successfully classify task conditions. The SVM prediction accuracies (color-coded

boxplots extend from 25% to 75% quartiles) are significantly higher than those for randomized datasets (white boxplots to the left; Wilcoxon signed-rank test:

VD1 versus SD, p = 0.0027; VD2 versus SD, p = 0.02; VD1 versus VD2, p = 0.0008; n = 16 sessions). Each point represents one session.

See Figures S3–S5.
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assemblies also activate in the absence of behavioral events. We

thus tested for endogenous assembly reactivation during the

post-task ‘‘sleep session’’ in a flowerpot (which also included

quiet immobility but no task-related cues or behaviors). Not only

did we find assembly reactivation, but in addition, PFC-STR as-

sembly activity was significantly higher during the post-task sleep

session than during the pre-task sleep session (Figure 6F), similar

to observations in hippocampal-accumbens cell pairs.17 In indi-

vidual assemblies, activation rates of 34% of the assemblies

significantly increased during post-task sleep relative to pre-

task sleep sessions, although they decreased in 8% (binomial

comparison, p < 0.05; cf. Table S2). Because reactivation of neu-

ral patterns of activity during sleep and quiet immobility, including

recordings in PFC and vSTR, has been linked with memory

consolidation,17,43,44 this suggests that distributed assemblies

could participate in offline memory consolidation.
DISCUSSION

Here, we showed highly synchronous neuronal assemblies in

medial PFC and limbic and associative STR. Not only did these
(I) Proportions of assemblies showing the three types of task condition selectivity

Table S2).

(J) Proportions of assemblies selective for different task conditions (T) on reward

See Figure S3.
assemblies unexpectedly include members from hierarchically

distinct brain areas (cortex versus non-cortex), but they also inte-

gratedmembers from functionally diverse and reportedly distinct

loops in the cortico-striatal pathway. Assemblies emerged when

spikes of principal neurons shifted in phase relative to 4Hzand/or

theta rhythms and were accompanied by increased gamma ac-

tivity. Assembly activationswere associatedwith specific behav-

ioral parameters of a set-shifting task. Inmany cases, assemblies

represented non-significant firing trends of individual members,

bringing forth significant behavioral correlates. Finally, assem-

blies were selectively reactivated during sleep and quiet immo-

bility after behavioral sessions, indicating that theywere indepen-

dent of specific behavioral inputs and that they could be involved

in memory consolidation processes.
Distributed assemblies coordinate functionally distinct
sub-regions at a precise timescale
Previous studies have documented cell assemblies confined

to a single structure (e.g., PFC,5,45 STR,8 and also for STR cell

pairs),46,47 and assemblies detected independently in PFC and

STR activate sequentially.7 Synchronous cortico-subcortical
(binomial tests: p = 0.0056, 0.0056, and 1, respectively; n = 74 assemblies; cf.

ed versus unrewarded trials (R) and/or on leftward versus rightward trials (S).
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Figure 6. Similarities and differences in behavioral correlates of assemblies and their members

(A and B) Comparison of behavioral correlates of representative assemblies (Ass) and their members (mX). Top: areas on the maze where the assembly (red) and

its members (black) had significant behaviorally correlated activity (indicated by bars, as in upper plots of Figures 4G and 4H; Monte Carlo bootstrap; p < 0.0166

for task condition and p < 0.05 for all others. The absence of bars indicates that tests were not significant.). Bottom: Z scored differences in assembly activation

rates (red curve) or members’ firing rates (black curves) between the respective pairs of trial types are shown (e.g., for reward: rewardedminus unrewarded trials).

For ‘‘spatial,’’ the Z score is for selective activation at positions on the maze.

(A) Significant correlates of respective assemblies and their members are in overlapping maze locations.

(B) Assembly activations are significant while those of members are not.

(C) Proportion of assemblies with behavioral correlates overlapping with at least one member (black bar) or emergence of significant behavioral correlates not

present in their members (white bar). Respective n’s are 21, 14, 8, 17, 5, and 5.

(D) Comparison of the Z scored trial characteristic differences between assembly activity versus firing rate differences of their members at locations where their

assembly shows emergent properties (plots as in Figure 2C; Wilcoxon signed-rank test: p = 3e�09).

(E) Actual (‘‘real’’) distribution of firing rate differences of the members for all behavioral correlates pooled together at locations where their assembly’s activation

was significant, but members were not, and the distribution of thesemeasures for the same cells but at randomly assigned locations (‘‘shuffle’’). Positive Z scores

signify that activity changes of members are consistent with those of the assembly (Wilcoxon signed-rank test: p = 6.3e�46).

(F) Assembly activation rate was greater during post-task (post) than pre-task (pre) sleep (Wilcoxon signed-rank test: p = 1.3e�04; n = 59).

Also see Figure S6.
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cell pairs have been reported (hippocampus and STR;6,17,48 ret-

rosplenial cortex and thalamus;19 hippocampus and septum),18

and it is often inferred that they are proxies for more widespread

synchronization of assemblies. Here, we demonstrate such

larger scale synchrony in the prefrontal-striatal pathway for the

first time, to our knowledge.

Concerning timescales, recent studies have reported highly

synchronous (25 ms) ventral striatal cell assemblies7,8 and PFC

cell assemblies (with 100-ms5 and 150-ms49 bins) using PCA-

ICA. Long latencies between spikes would not be propitious

for coincidence detection in downstream ‘‘readers,’’2 where

convergent inputs from assemblies must arrive in brief time win-

dows on the order of 8 ms.50 The cross-structural assemblies

here are maintained at this timescale.

Distinct pairs of zones of the cortex and striatum are linked

in recurrent loops.15 Classically, each loop is considered to
8 Current Biology 32, 1–13, January 10, 2022
underlie complementary functions.16 Here, assemblies bridged

STR and PFC sub-regions with markedly distinct functions,

ranging from associative learning to goal-directed behavior

(e.g., Ito and Doya51). Indeed, functional inactivation and meta-

bolic marker studies have revealed different types of processing

in sub-regions of STR38 and PFC.52,53 The evidence that PFC

and STR sub-regions execute distinct functional processes

does not preclude the possibility of precisely timed cooperation

by these ‘‘complementary,’’ or even ‘‘competing,’’ structures.

Membership in assemblies by neurons from functionally distinct

prefrontal and striatal sub-regions could be related to the over-

lapped interconnections among these areas15,54 or common

inputs (e.g., from hippocampus and dopaminergic nuclei). How-

ever, the precise synchrony observed here is surprising because

individual cortical neurons widely and sparsely project to many

striatal neurons.
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Interestingly, assemblies also included interneurons, which

could contribute either directly via both local and long-range pro-

jections or indirectly by silencing competing assemblies.55

Indeed, the PFC projection to STR medium spiny neurons is a

feedforward loop going through parvalbumin fast-spiking

interneurons.56

Dynamic processing leading to synchrony in STR
Hebb1 postulated that strengthening of excitatory synaptic con-

nections among members would help give rise to cell assem-

blies. This would pose a theoretical conundrum because the

vast majority of striatal neurons are inhibitory and have sparse

local connectivity,57 and it would thus be unlikely that cell assem-

blies could emerge only from local striatal circuit interactions.

Instead, consistent with the known anatomical projections,54

conduction delays,40 and computational simulations,58,59 timed

prefrontal inputs could leverage synchronous striatal activity

and/or oscillatory coherencewith striatum for distributed assem-

bly activations. Our data are consistent with PFC monosynapti-

cally driving the STR during assembly activations because of the

results of the Granger analysis of oscillations, as well as the

asymmetry of the spike pair cross-correlograms, although pre-

cisely delayed driving inputs from a third structure cannot be

excluded. Indeed, precise spike synchrony is observed even be-

tween structures not directly connected.60

Brain rhythms may synchronize neocortico-subcortical
assemblies
According to the ‘‘communication through coherence’’ hypothe-

sis,20 cross-structural signaling is facilitated when the respective

local oscillations are synchronized, concentrating spike activity

into brief temporal windows of downstream excitability, leading

to firing there. Indeed, here, assembly members shifted their

phase-locking to PFC 4 Hz and theta LFPs, leading to synchro-

nous activations. This has not been shown directly in these cor-

tico-striatal pathways before and is consistent with published

observations of LFP coherence, and spike phase modulation,

between cortex and dorsal STR (e.g., Weineck et al.,31 Antzoula-

tos andMiller,32 Koralek et al.,33 andDonnelly et al.34). Dopamine

influences LFP coherence and cell synchrony (e.g., Benchenane

et al.,27 Sala-Bayo et al.,61 and Gireesh and Plenz62), although

there are important differences between striatal functional sub-

regions in neurotransmission and anatomical organization. How-

ever, our results indicate that coordination of spike synchrony by

brain rhythms appear to be a general coordinating principle

throughout STR. One possible concern is that assembly co-ac-

tivations could be fortuitous events arising from the neurons

independently phase locking to the same rhythms, particularly

when firing at higher rates should their behavioral correlates

overlap. However, the frequency of assembly activations

(�0.1 Hz) was far lower than that of possible convergences of

these events. Such fortuitous synchrony is also inconsistent

with observations that, within the same session, independent as-

semblies were detected, even though they had overlapping

behavioral correlates (e.g., assemblies 14 and 16 in Figures 4D

and 4E) and similar preferred phases (Figure 2E). Furthermore,

the assemblies were reactivated during sleep and quiet immo-

bility, when these rhythms and behaviors are minor or absent.

This is the first study, to our knowledge, that shows the
association between rhythmic synchrony and synchronization

of neuronal firing to form precisely timed distributed assemblies

in a cortico-striatal pathway, and it would be interesting to inves-

tigate whether this extends to the dorsolateral sensorimotor STR

as well.

Synchrony at low frequencies like 4 Hz and theta has been

found in hippocampal-prefrontal, prefrontal-amygdalar, and hip-

pocampo-striatal pathways.24–30,63 The present results suggest

that this coordination could extend beyond these pathways for

which the ventral striatum is a hub, in a form of network reso-

nance. Moreover, these dynamics could reflect widespread syn-

chrony throughout this extended distributed network,64 with

highly synchronous cell assemblies distributed across these

structures.

This dynamic coordination likely extends to humans because

synchrony at low frequencies like 4 Hz and theta has been found

at multiple levels in the prefrontal cortical-basal ganglia loop

(e.g., in human 2–10 Hz).65,66 Medial prefrontal cortex is in syn-

chrony with ventral STR in human scalp electroencephalograms

(EEGs) during reward anticipation.67 And there is 4 Hz coherence

between human prefrontal cortex and subthalamic nucleus

(downstream of STR).68 Long-range gamma synchrony is also

observed in humans (e.g., Rodriguez et al.69 and Arnulfo

et al.70). These could also be involved in executive processing:

in quantitative meta-analyses of fMRI experiments in humans,

both the ventral striatum and the medial prefrontal cortex were

linked to model-based learning.71

The 4 Hz and theta rhythms could exert parallel, alternating,

and/or interacting influences to orchestrate brain network activ-

ity. Indeed, their highest amplitude LFPs were at different parts

of themaze (choice point versus post-reward), which are respec-

tively associated with different cognitive processes. For

example, 4 Hz has been described in coupling with amygdala,

dopaminergic nuclei, and respiratory coordinating signals (e.g.,

Fujisawa and Buzsáki,28 Karalis et al.,72 and Carmichael

et al.73), while theta rhythms in PFC and STR could be related

to hippocampal theta.27,29,30,74–76 Moreover, during spatial

exploration, theta rhythms synchronize the hippocampus and

the vSTR, whereas during lever presses, vSTR is dominated by

a transient low-frequency rhythm from the neocortex (e.g.,

Gruber et al.;77 for human decision-making, Stenner et al.78 and

Horschig et al.79). Sensorimotor STR and PFC neurons in dopa-

mine-depleted rats also have phase preferences in delta and

thetabands.80 These results areconsistentwith ‘‘multiplexing,’’81

wherein simultaneous communication is orchestrated by oscilla-

tions at different frequency channels. Here, the 4 Hz and theta

rhythms recruitedpartially overlapping sets of distributed assem-

blies in relation to ongoing behavioral challenges.

Gamma synchrony
Distributed synchrony of cell activation is suggested by coordi-

nated cortical and striatal oscillations, particularly at gamma fre-

quencies that would foster high synchrony,82,83 but has not

previously been shown directly between neurons in prefrontal

cortex and striatum. Overall, our results agree with those of the

numerous studies examining cross-structural gamma coupling

with 4 Hz and theta in this and related pathways,26,28,34,84

with the gamma-80 oscillations serving as a more precisely

synchronizing influence. Indeed, gamma oscillations have been
Current Biology 32, 1–13, January 10, 2022 9
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proposed to shape the formation of cell assemblies.2,85 The one-

quarter-cycle (�3 ms) difference of phase-locking of STR and

PFC spikes to gamma-80 is consistent with the strong synchrony

of the onset of gamma-80 bursts in PFC and vSTR LFPs, with

PFC leading,82 although the phase lag in the latter paper aver-

aged only 0.59 ms. While the origin of many rhythms in STR

and PFC remains unclear,26,73, their modulation of single neu-

rons provides evidence that they are not simply volume-conduc-

tion artifacts here.

Behavioral correlates of distributed cell assemblies
The PFC-STR assemblies had behavioral correlates relevant for

executing the present task requiring cognitive flexibility. Previous

work has shown rule selectivity in STR and PFC.39,86 In contrast

with rule-selective responses, here assemblies, as well as indi-

vidual STR and PFC neurons, had different activation rates in

the same task (VD1 versus VD2), and these had a higher inci-

dence than other comparisons. This is consistent with previous

PFC population analyses revealing discrimination between rep-

etitions of the same rule later in a behavioral session.42,87 This

has been only rarely reported in single neurons in STR.88

The observation of significant, task-relevant behavioral corre-

lates in some assemblies where none of the members had that

same correlate is consistent with properties emerging from inte-

grative processes.1,2 While it is possible that these correlates

could have significance in other members of the assembly that

we did not record, their absence in so many members highlights

interesting properties of collective neural behavior.

To our knowledge, this is the first report of behavioral corre-

lated activity of assemblies in a distributed neocortical-subcor-

tical network. Previous studies of such correlates in single-

structure assemblies could well represent only a part of more

extensively distributed network activity. Indeed, when we

observed assemblies limited to a single structure, this generally

occurred when there was weaker sampling of the other struc-

ture. We propose that cross-structural assemblies are likely to

be a general mechanism that extends to other brain areas and

networks and underlie other highly integrated representations.
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Deposited data

Raw data CRCNS.org https://doi.org/10.6080/K0R20ZKP

Experimental models: Organisms/strains

Long-Evans male adult rats Ren�e Janvier, Genest-St-Isle, France RRID: RGD_2308852

Software and algorithms

FMAToolbox (statistical toolbox) http://fmatoolbox.sourceforge.net). RRID: SCR_015533

MATLAB Chronux toolbox http://www.chronux.org RRID: SCR_005547

fastICA algorithm for MATLAB http://research.ics.aalto.fi/ica/fastica RRID: SCR_013110

KlustaKwik http://klustakwik.sourceforge.net RRID: SCR_014480

Klusters http://neurosuite.sourceforge.net RRID: SCR_008020

Fieldtrip toolbox (Oostenveld et al., 2011) http://www.fieldtriptoolbox.org RRID: SCR_004849

support vector machines (SVMs) from the libSVM library https://www.csie.ntu.edu.tw/�cjlin/libsvm RRID: SCR_010243
RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Sidney Wiener (sidney.

wiener@college-de-france.fr).

Materials availability
This study did not generate new unique reagents. Instructions for constructing the custommicrodrive will be furnished upon request.

Data and code availability
All data needed to evaluate the conclusions in the paper are present in the paper, the supplemental information, and at https://doi.

org/10.6080/K0R20ZKP.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Six adult (weight 350–400 g) male Long-Evans rats (RRID: RGD_2308852) were housed on a 12:12-h light-dark cycle. Experiments

were performed during the day in facilities authorized by the Veterinary Services of the city of Paris (n� B75-05-12). Rats were handled

each workday in the experimental room. Rats were housed individually to permit control of partial water deprivation (below).

METHOD DETAILS

Pretraining
Rats were first familiarized with the experimental environment by free exploration of the maze (foraging for scattered pieces of choc-

olate puffed rice breakfast cereal) for at least three days. When the pre-training and training began, animals were partially water-

restricted (10 min per day or more as required) to no less than 85% of their free-feeding weight. All procedures were in accord

with local (autorisation d’exp�erimenter n�75-1328-R; Comit�e d’Ethique pour l’Exp�erimentation Animale no. 59, dossier 2012-0007)

and international (European Directive 2010/63/EU; US National Institutes of Health guidelines) standards and legal regulations

regarding the use and care of animals.

Surgery
Rats were allowed at least 2 days before surgery with ad libitum water and no training. Rats were deeply anesthetized (xylazine,

20mg/ml, 0.1mL intramuscular; sodiumpentobarbital, 40mgper kg of bodyweight, intraperitoneal, with a 5mgsupplement i.p. every

hour as needed). The head was placed in a Kopf stereotaxic instrument, the cranial surface was prepared, jeweler’s screws were

attachedwith dental cement reinforcement, and trephinationwasperformed. Then ratswere implantedwith a custom-builtmicrodrive
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holding 15 independently movable tetrodes (groups of four twisted 13 mm tungsten wires, gold-plated to �200 kOhm). Usually eight

tetrodes were placed in the ventral or dorso-medial STR (AP 1.0-2.5 mm and ML 0.8–1.8 mm relative to bregma), and seven in the

medial prefrontal cortex (AP 2.5–3.4 mm andML 0.3–0.9 mm). The implant was secured to the skull screws with dental cement. Mini-

ature stainless steel screws were implanted above the cerebellum as reference and ground electrodes. After surgery, rats were al-

lowed to recover for at least one week with ad libitum food and water, before any further training. The electrodes were then progres-

sively lowered until they reached their targets and then adjusted every day to optimize unit isolation and recording quality.

Experimental design
Neuronal activity was recorded as the rats performed in a completely automated maze, or during sleep immediately preceding and

following this. Relevant analyses compared activity between series of criterion performance trials when the rats were exposed to the

same cues and performed the same movements, but with different rules. Each neuron served as its own control and activity levels

were compared before versus after events with analyses and statistical tests as described in the following sections. Since the

neuronal activity is not necessarily normally distributed and is dependent on behavior, Monte Carlo bootstrap analyses were em-

ployed (detailed below) since they examine the distribution of each cell’s activity individually without making assumptions of

normality. The number of replicates and sample size (see Tables S1–S3) were chosen to be sufficient to provide reasonably low var-

iances and statistically credible results.

The automated T-maze with return arms
(See Figure 4A; cf.Wood et al.89 andCatanese et al.90). The experimental chamber was a 3mdiameter cylindrical space, enclosed by

black curtains running from floor to ceiling and was lit by a ceiling mounted light bulb. The maze was constructed from matte black

painted wood. Maze arms were 8 cm wide with 2 cm high borders. The central arm was 1 m long and the reward arms were each

50 cm long. At the junction of the return arms and the central arm was a return/start zone measuring 35x38 cm. The maze was

elevated 70 cm above the floor. The experimental protocol was automated and paced by the rat. As the rat spontaneously crossed

a photodetector near the beginning of the central arm (‘C’ in Figure 4A), this triggered the display of visual cues on two TV screens

(80 cm diagonal; 76 cm above the floor) centered behind the two reward sites. The visual cues were vertical bars (spatial frequency of

0.13 cycles per degree) projected on one screen and horizontal bars on the other, or, in later experiments, to facilitate learning, simply

one white and one black screen. Following correct choices, a photodetector on the reward arm (‘W’) triggered distribution of a sac-

charinated (0.25%, 30 ml) water reward via a solenoid valve controlled by a CED Power1401 interface (Cambridge, UK) with our

scripts. Cues remained on until the rat crossed the photodetector at the middle of the return arm (‘P’).

Recordings
Brain signals were pre-amplified (unity-gain headstage, Noted Bt, P�ecs, Hungary), amplified 500x (Neuralynx L8, Neuralynx, Boze-

man, MT, USA), acquired and digitized with two synchronized CED Power1401 interfaces. To track the position of the animal, two

light–emitting diodes were fixed to the front of the head-mounted microdrive. These were detected by an overhead video camera

(sampling rate 30 Hz).

Histology and electrode position verification
To confirm recording sites, electrolytic lesions (cathodal current injection: 30 mA for 30 s) were applied to each tetrode. Two days later,

the rats were administered a lethal dose of pentobarbital and were intracardially perfused with saline (0.9%, wt/vol) followed by para-

formaldehyde solution (10%, wt/vol). Brain regions of interest were sliced into 40 mm coronal sections and stained with cresyl violet.

For 3 of the rats, prior to implant surgery, electrode tips were dipped in fluorescent marking dyes (Sigma-Aldrich). In those cases, half

of the histology sections were set aside for fluorescence microscopy observations. Electrode positions were then reconstructed in

3D with the Neurolucida system (MBF Bioscience, Williston, VT 05495 USA, https://www.mbfbioscience.com/neurolucida) on the

basis of lesion location and the depths the electrodes had been lowered. Only data from electrodes with confirmed recording loca-

tions were further analyzed.

Behavioral protocol
During the pre-training phase (10 ± 3 days, mean ± SD), the rats were trained to follow forward paths on the T-maze. Backtracking

was prevented with manual placement of transparent Plexiglas barriers or a pulley-driven barrier on the reward arms. Rats were

trained on the T-maze to acquire and alternate between the two tasks. Daily training and recording sessions consisted of one or

two blocks of 20-30 min (the average time to perform one trial was 25 ± 1.5 s). On average, post-surgery training and recording ses-

sions for a given rat lasted about 90 days. In order to obtain liquid rewards, the rats had to visit the correct arm according to the cur-

rent rule. Visual cueswere displayed on the two screens in pseudorandom order: each screen did not display the same cuemore than

four times successively. First, in the visual cue task (VD), one cue indicated the rewarded arm, irrespective of whether it was to the left

or right (Figure 4B). Once the rat reached a criterion of a minimum of 10 consecutive correct trials, or 80% correct choices for the

whole session, in the following session training commenced in the spatial discrimination task (SD). In the SD task, reward was pro-

vided on only one (right or left) arm, irrespective of the visual cue displays. This was selected as their non-preferred arm, as deter-

mined during pre-training. Once the rat reached the same criterion performance as above, the next session started with retraining in a

few more VD sessions.
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Rats were then trained to flexibly switch between the two rules within the same session. Since the rats had found the VD task more

difficult (27 ± 5 sessions for VD versus 2.0 ± 0.7 sessions for SD), the rule sequence of all sessions required the rats to first reach

criterion (eight consecutive correct trials) in VD (these high performance trials are called ‘‘VD1’’). Then the rule was changed to SD

and the trials where the rat subsequently performed at criterion level are called ‘‘SD’’. Similarly, following the rule change back to

VD (with the same cue contingency), the next series of criterion performance trials is referred to as ‘‘VD2’’. Data from the 20 sessions

with criterion level performance in these three task conditions are presented here. There were no significant differences in overall

performance between the first and last sessions (Wilcoxon signed-rank, n = 6 rats, p = 0.0625).

No cue (other than absence of reward) was presented for incorrect trials, and thus the rats learned by trial and error. The current rule

was signaled by the presence (SD task) or absence (VD task) of a sound cue (repetition of the Microsoft Windows standard system

‘Asterisk’ sound) by a loudspeaker in front of the T-maze. The tonewent onwhen the central arm photodetector was crossed andwas

turned off when the return arm photodetector was crossed. Rule changes were extra-dimensional, that is, between VD and SD. This

protocol was designed so that the sensory inputs and motor outputs remained virtually the same in both tasks, permitting distinction

of neural activity specific to the cognitive demands of the respective tasks.

Sleep detection
Each behavioral recording was preceded and followed by a rest/sleep recording session in a terra cotta flowerpot lined with a towel.

These sessions lasted at least 10min (2 of the 6 rats) or 1 hour (the other 4 rats). Sleep data were recorded in 10 of the sessions, when

58 of the assemblies were recorded.

Sleep was detected by low movement speed. Headstage LED signals were first smoothed and periods when the speed did not

exceed 0.05 m/s for a duration of at least 120 s (with a tolerance of 2 s when this velocity could be exceeded).

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistics are reported as themedian ± 25%confidence intervals. Tests included the Kuiper’s test, pairwise phase consistency (PPC),

Spearman correlation, the Rayleigh statistic, the Kruskal-Wallis test (or, for paired data, the Friedman test), for post hoc tests, the

Wilcoxon rank sum (or signed rank) test, with Bonferroni-corrected when necessary, and for proportion comparisons, the binomial

test. The specific applications of these tests are explained in the Results section.

Offline spike sorting was carried out with Principal Component Analysis (PCA) with NDManager for preprocessing91 (http://

neurosuite.sourceforge.net), and a semi-automatic cluster cutting procedure combining KlustaKwik (K.D. Harris, http://

klustakwik.sourceforge.net) and Klusters (L. Hazan, http://neurosuite.sourceforge.net).

Cell assembly detection
A method based on principal and independent component analyses (PCA and ICA) detected the co-activation of simultaneously re-

corded neurons referred to as ‘‘assemblies’’. First PCAwas performed. The activity of the neurons during task performance sessions

was binned into 30 ms time bins to build a spike matrix S, where Sij represents the firing of neuron i in temporal bin j. The matrix was

z-scored, resulting in the Zmatrix, where the i-th row of Z represents the z-scored activity of neuron i over all temporal bins.We calcu-

latedQ, the pairwise cell activity correlationmatrix where N is the total number of neurons.We then computed the eigenvalue decom-

position of Q. Eigenvalues that exceeded the upper bounds of the Mar�cenko-Pastur distribution92 were considered significant. How-

ever PCs are, by definition, orthogonal, a constraint that is not necessarily respected in the brain. To address this issue we carried out

ICA on the major PCs93 using the fast independent component analysis (fastICA) algorithm for MATLAB. This ICA returned assem-

blies as vectors of N weights, corresponding to the respective cell’s contributions. Since the signs of the output weights are arbitrary,

weights were inverted as necessary to render the highest absolute weight positive. Components were normalized such that a compo-

nent with equal contribution from all N neurons recorded in a session would be composed of N equal weights each with absolute

value 1/ON. Thus, neurons with weights exceeding 1/ON are referred to as ‘‘assembly members’’. The activation strength of each

assembly within a given time bin is computed by projecting the matrix Z (constructed with 30 ms bins and a 10 ms sliding window)

onto a template matrix obtained by the matrix product of the component and its transpose. The diagonal of the template matrix is set

to zero so that single neuron spiking does not contribute to the activation strength. Thus the activation strength is high when multiple

neurons with high weights fire synchronously and increases when synchronous high weight neurons fire more. Assemblies were

considered to be active when their activation strength exceeded 5, which corresponds to the median of the 99th quantile distribution

of activation strength.

Note that theMar�cenko-Pastur threshold is derived from a randommatrices theorem and its use for selecting major principal com-

ponents has been criticized.94 To address this issue, we shuffled spike identity while preserving spike time stamps to create surro-

gate data and then ran PCA. This procedure was repeated 1000 times to build a distribution of eigenvalues. The 95% quantile of this

distribution was considered as an alternative threshold to Mar�cenko-Pastur. No significant differences were found when comparing

data from the Mar�cenko-Pastur threshold to the present one derived from surrogate data (p = 0.77; Wilcoxon paired rank test).

To control for whether the detected assemblies may have appeared by chance, we simulated a Poisson spike train dataset, where,

in each bin, each neuron’s spikes were replaced by generating Poisson-distributed numbers of spikes for each cell, according to its

firing rate.95 Since cell synchrony could appear by chance due to similar phase preferences to rhythmic activity or to similar spatial/

behavioral correlates, the replacements were made taken into account the respective firing rates at four phases of 4 Hz or theta
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rhythms (0 to pi/2, etc.), and in four different segments of the maze. Thus the simulated Poisson spike train is generated for these

combinations of four zones and four phase ranges independently, then the simulated activity is merged, and the PCA-ICA is per-

formed anew (this procedure was repeated 500 times for each session). This yielded averages of 0.31 ± 0.10 and 0.38 ± 0.10 assem-

blies per session for 4 Hz and theta respectively. When supplementary behavioral correlates (rewarded/unrewarded trials and right/

left trials) were also taken into account this yielded only 0.50 ± 0.10 assemblies per session. (Note that sampling issues prevented

segregation into more bins.) These were all much lower than the actual data (4.6 ± 0.5 assemblies per session; Kruskal-Wallis

test, p = 2.54e-12 for n = 16 sessions). However, since a minor number of assemblies did appear with this control, we examined their

robustness, as indicated by their eigenvalues. As expected, eigenvalueswere considerably lower for the Poisson shuffled spike trains

(1.16 versus 1.06, p = 8.33e-18, Wilcoxon signed rank test). Thus, this indicates that the assemblies detected here did not arise coin-

cidentally due to similar behavioral correlates and/or common phase-locking.

Matching assemblies calculated with different bin widths
The PCA-ICA analyses of the dataset were performed with bin widths ranging from 10 to 150 ms. Assemblies detected at different

timescales were iteratively matched by selecting pairs with maximum correlations (Spearman coefficient). First, we computed cor-

relations between each possible pair of assemblies computed with two different bin widths. The pair with the highest coefficient was

set aside and the procedure was repeated with the remaining assemblies until all assemblies were paired. When the number of as-

semblies was different from one timescale to another, the remaining assemblies were left unmatched. Matched pairs with significant

Spearman coefficients were considered as ‘‘highly correlated.’’

Asymmetry of the cross-correlations of STR-PFC cell pairs
We calculated an asymmetry index (inspired by Belluscio et al.96): for each STR-PFCmember pair, the normalized ratio of area under

the positive part of the cross-correlogram curve (]0 ms, 30 ms]) over the area under the negative part ([-15 ms, 0 ms[). Thus when the

index is positive, there aremore cross-correlated STR spikes after the PFC spike, while when the ratio is negative, it is the opposite. A

Wilcoxon sign rank test determined whether the median of the distribution was greater than zero.

Local field potential (LFP) analyses
LFPs were derived from wideband signals that had been down-sampled to 1250 Hz on all channels. Power spectra were calculated

with wavelet methods. The spectrogram was also calculated with multi-taper Fourier methods. Since the results were similar for the

twomethods, the wavelet methodwas retained. These were performed for the entire session, and then averaged for each spatial bin.

Spectra were normalized to 1/f. Since there is controversy about the origin of some STR LFP oscillations,73,97 two types of signals

were analyzed. ‘‘Raw’’ signals from a single STR tetrode wire were referenced to the cerebellar skull screw. To control for possible

volume conduction and reference channel activity in STR, ‘‘locally referenced signals’’ were derived from a single STR tetrode wire,

subtracting the average LFP recorded across the other tetrodes there for 4 and 8 Hz analyses. However, no major difference was

observed compared to raw signals, so the latter are reported. Results were similar with only one selected channel by area or with

the average of all recorded channels, only the former were used. Coherence calculations were based on amulti-taper Fourier analysis

and performed with custom-written, MATLAB-based programs. We used the Chronux toolbox cohgramc() function with a time win-

dow of 2 s, a step size of 0.1 s and a bandwidth product of 3 with 5 tapers.

Granger causality analysis
To determine whether PFC oscillations precede STR oscillations, Granger causality was measured with the Fieldtrip toolbox.98 We

used non-parametric Granger causality based on Fourier transforms99 within windows of 1 s for frequencies from 1 to 20 Hz.

Spike-LFP analyses
Since STR and PFC oscillation profiles were quite similar and the nature of STR oscillations is controversial, all analysis presented

refer to PFC LFPs. To examine modulation of spiking activity by LFP oscillations, first instantaneous signal power and phase were

derived from the Hilbert transform of the bandpass-filtered signal. We quantified phase consistency of spikes relative to the LFP

band with both the Rayleigh test of circular uniformity and the unbiased pairwise phase consistency (PPC100). For each unit and as-

sembly, we first tested for significant entrainment to the LFP at low frequencies: 4 Hz (from 2 to 6 Hz) and theta (from 6 to 12 Hz).

Unlike humans, theta in behaving rats is in this range, typically peaking at 8 Hz,101 while the range for 4 Hz was selected on the basis

of the peak in the data (Figures 2A and 2B; also cf. Fujisawa et al.102). To characterize phase-locking in neurons, we used two

methods. With the Rayleigh test, a neuron or an assembly was considered as phase-locked if p < 0.05 and kappa > 0.1. This criterion

was chosen on the basis of k-means separation and confirmed by eye.Moreover, to take into account the non-uniformity of the signal

(cycle asymmetry) we use the correction of Siapas et al.103 Even though the main results did not change, we report the corrected

data. In the second method (used for neurons only), PPC threshold was determined from a jitter analysis: in data from each single

unit, spikes were randomly jittered within a time window equivalent to a single cycle of the band under study. The actual values

were considered significant if they exceeded the 95th percentile of this distribution. Since the results were similar between the

two methods, the Rayleigh result is reported.
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Comparison of phase-locking in members and assemblies
To determine whether STR and PFC members were phase-locked only during assembly activations, modulation was compared be-

tween cycles containing assembly activations (‘‘IN’’) and other cycles (‘‘OUT’’). First instantaneous signal power and unwrap phase

were derived from the Hilbert transform of the bandpass-filtered signal. Each individual cycle (multiples of 2*pi) was determined. For

each assembly, if the cycle contained an activation, then it was IN, otherwise it was OUT. Then phase-locking was calculated indi-

vidually for each member for IN and OUT, as described above. However since there was slight variability in the preferred phases

among different assemblies, the difference between the assembly’s preferred phases and the actual spike phases were calculated

for each member of each assembly (and were calculated separately for IN and OUT. Then the Kuiper test compared the IN and OUT

circular distributions. Note that power was not significantly different in IN versus OUT cycles (Friedman test: p > 0.05) for both 4 and

8 Hz. Down-sampling the number of data points to balance them between IN and OUT yielded the same results

Gamma burst detection
We detected transient gamma burst events in both the STR and PFC LFPs. LFPs were first filtered in the high-gamma band

(70–110 Hz) using the MATLAB filtfilt function (4th order Chebyshev filter). Instantaneous signal amplitude was obtained by taking

the modulus of the Hilbert-transformed signal. Gamma events were defined as when the amplitude envelope exceeded the 95th

percentile of the amplitude distribution and contained at least three gamma cycles. Events separated by less than 1/2 cycle were

merged.

Cell activity analyses
A k-means analysis distinguished putative PFC and STR interneurons and principal cells based on spike waveform half-amplitude

duration and trough-to-peak delay.104 For STR neurons, a firing rate criterion was also applied.25 The STR units were classified as

putative MSN projection neurons (83%) or fast spiking interneurons (15%), leaving 2% unclassified. In the PFC recordings, these

two waveform parameters alone permitted classification of 85% as projection neurons and 13% as interneurons, leaving 2% unclas-

sified. Further analyses focused on neurons with average firing rates equal to or greater than 0.1 Hz.

Spatial distribution of neuron firing
The maze was linearized and divided into equal segments (bin size = 4.5 cm). Then firing rate vectors over respective bins were

computed using a kernel based method. The firing rate was estimated at each bin x as: f(x) = S(nt * K(|x-xt|) / S(dt * K(|x-xt|)), where

nt is the number of action potentials emitted in a given bin, dt is the amount of time spent in the bin, and K is the smoothing Gaussian

kernel function (4.5 cm). The firing vector of each neuron was then z-transformed, and these were averaged together to derive the

population responses.

Monte Carlo bootstrap analyses
This method102 was selected since it requires no assumptions about the underlying distribution of the data and provides greater

spatial resolution than comparable approaches. It tested the statistical significance of the firing rate differences of individual neurons

between VD1, VD2 and SD task conditions in the sessions (p < 0.0166 with Bonferroni correction) as well as the differences (p < 0.05)

between right versus left reward arm choice trials (called ‘‘side’’ selectivity) and rewarded versus non-rewarded trials (called ‘‘reward’’

selectivity). (Of course, SD trials could not be compared for right versus left choices.) Let us take as an example testing for differences

in firing rate between two series of trials when the rat performed at criterion levels the VD task the first time versus the SD task. For

each neuron, the average firing rate F was calculated at each bin x for each condition and the difference was taken: D(x) = FSD(x)-

FVD1(x). To test the statistical significance of the rate differences D(x) with the bootstrap procedure, the distribution of possible

rate differences Dr(x) is estimated by randomly permuting the identity of each trial into proxy groups F’SD(x) and F’VD1(x). This process

was repeated 5000 times to obtain the distribution from the resampled data, Dr1(x),..., Drn(x). With this shuffled dataset, the pointwise

confidence limits (demarcating the upper and lower 2.5% of the distributions) were computed for each bin x. To deal with multiple

comparison issues, the method also computes the global 5% bands. A maze zone (i.e., contiguous series of spatial bins) is consid-

ered to have significant different firing only whenD(x) crosses both the global and pointwise bands, and the zone extent is determined

only by the points where D(x) lies beyond the pointwise band. To test for behavioral correlates in assemblies or neurons (task con-

dition, rewarded versus non-rewarded trials, etc.) theMonte Carlo bootstrap test had to be significant for at least one bin of themaze.

This is referred to in a condensed manner as ‘‘spatial selectivity’’, even though the respective segments of the maze correspond to

different behavioral and cognitive aspects of the task .

Slope correction
To correct for gradual upward or downward drifts in assembly activations (or neuron firing rates) over the course of the recording

sessions, a linear regression computed each assembly average activation (or neuron’s average firing rate) for each trial as a function

of trial number (excluding the VD1, SD and VD2 criterion performance trials). The assembly or neurons with significant regressions

(Spearman correlation p < 0.05, n = 11 assemblies, n = 105 neurons) were corrected by calculating the slope and subtracting the

product of the (trial number minus 1) and the slope from the rate for each trial for the neuron. In a second approach, assemblies

and neurons with significant regressions were simply discarded (rather than corrected). Since the two approaches gave similar result

for the subsequent analyses, the slope corrected data is only presented in Figures S4A, S4C, and S4D.
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Support Vector Machine analysis
With the libSVM library (https://www.csie.ntu.edu.tw/�cjlin/libsvm), support vector machines (SVMs) with RBF (radial basis function)

kernel quantified howwell STR or PFC population activity distinguished between trials in different pairs of trial conditions, namely VD1

versus SD, VD1 versus VD2, and VD2 versus SD. Each neuron’s firing rate was averaged over each trial in a given task condition to

obtain a population vector of length N, with N corresponding to the number of cells recorded during the session. Population vectors

were z-scored in order to prevent neurons with high firing rates from having excessive influence on classification. Population vectors

were then normalized by setting their euclidean norm to 1.

First, data were split in two balanced sets (e.g., 4 VD1 trials and 4 VD2 trials in each set). The first set was used to find optimal SVM

hyperparameters g and C, with g as the exponent of a radial basis function kernel and C, the penalty parameter of the error term. We

searched in a grid of values between 0.01 and 30 to find (C, g) values that optimized a leave-one-out cross-validation accuracy. The

accuracy of the SVM, i.e., its ability to correctly predict the epoch of the single left-out trial, was quantified. This procedure was iter-

ated on each possible permutation (n = 8) of the dataset and for each pair (C, g). The parameters with the best average cross-vali-

dation accuracy in each session were retained for subsequent analyses. With the second dataset, SVM were fit similarly using a

leave-one-out cross validation procedure but with fixed hyperparameters (C, g). To build a null distribution of prediction accuracy,

the population activity vectors for each trial in each task condition were randomly assigned to one of the task conditions being

compared. SVMs were then re-computed from these randomized datasets using again the first half of the dataset for setting hy-

per-parameters and the second half to compute SVM accuracies. We repeated this procedure 500 times. The actual prediction ac-

curacy distributions (from second set) were then compared to the null distributions with the Wilcoxon rank-sum test.

Comparison of behavioral correlates of assemblies versus their members lacking significance for the correlate
The aim here was to determine, when the assembly showed a behavioral correlate in a part of the maze, whether those members

lacking significance for this correlate there (in the Monte Carlo bootstrap analyses) nevertheless had a sub-significant tendency

for the correlate anyway. (For this analysis, members were excluded if their significant behavioral correlate was in maze positions

overlapping with the same correlate in the assembly.) For each member, we computed z-scores of the difference in each member’s

firing rate for the two trial characteristics (e.g., VD1 versus VD2, rewarded versus unrewarded, leftward versus rightward choice), but

only in that part of the maze where the assembly had a behavioral correlate. For spatially selective activity, the z-score was taken

relative to the mean firing rate. The signs of these z-score differences were rectified to correspond to the sign of the change of acti-

vation of the assembly. In this way, positive values would show tendencies toward the same response as the assembly. To provide a

benchmark randomized distribution, z-score differences were again computed, but with activity of members at randomly selected

locations on the maze (maintaining the same number of bins as for the initial distribution). A Wilcoxon signed rank test assessed if

the differences between the median of the surrogate distribution and the true distribution were significantly different. This procedure

was repeated for each behavioral correlate of each assembly.
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